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We calculate the effective fluctuation-induced force between spherical or disklike colloids trapped at a flat,
fluid interface mediated by thermally excited capillary waves. This Casimir-type force is determined by the
partition function of the system which in turn is calculated in a functional integral approach, where the
restrictions on the capillary waves imposed by the colloids are incorporated by auxiliary fields. In the long-
range regime the fluctuation-induced force is shown to depend sensitively on the boundary conditions imposed
at the three-phase contact line between the colloids and the two fluid phases. Separating the colloid fluctuations
from the fluctuations of the capillary wave field leads to competing repulsive and attractive contributions,
respectively, which give rise to cancellations of the leading terms. In a second approach based on a multipole
expansion of the Casimir interaction, these cancellations can be understood from the vanishing of certain
multipole moments enforced by the boundary conditions. We also discuss the connection of the different types
of boundary conditions to certain external fields acting on the colloids which appear to be realizable by
experimental techniques such as the laser tweezer method.
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I. INTRODUCTION

The structure formation of nanoscopic colloidal particles
adsorbed at fluid interfaces has attracted increasing interest
in recent years because of the various applications such sys-
tems exhibit, as in the design of nanoscale devices �1� �e.g.,
for optical applications�, and also because of the physical
insights offered, e.g., for the understanding of protein aggre-
gation on cell membranes. The practical importance arises
from the fact that nano- and microcolloids are very effec-
tively trapped by fluid interfaces �2�. The high stability of
partially wetting colloids �with their size ranging from na-
nometers to micrometers� at interfaces enables the formation
of two-dimensional ordered structures and also of rather
complex mesoscale patterns �cf. Refs. �3–11��. In spite of the
numerous experimental and theoretical efforts in the last de-
cade, the nature of the effective forces between the colloids
governing the arrangement of the colloids trapped at the in-
terface is not fully understood yet. This holds in particular
for the mesoscale pattern formation which points to sizable
and quite long-ranged attractions between the colloids. For
the colloidal interactions at interfaces three different regimes
may be distinguished. For colloid sizes of about 0.5–5 �m,
capillary forces are important. Though gravity is known to be
unimportant in this regime, electrostatic forces �either caused
only by the charge distributions on the colloid surface and
the fluid phases, or additionally imposed by an external field�
may lead to interfacial deformations and, hence, to consider-
able capillary interactions �12–14�. In this regime, also
strong effects of colloid surface inhomogeneities leading to
an undulated three-phase contact line appear to be relevant
�7�. In the opposite limit of colloid sizes of a few nanom-
eters, effects of interparticle correlations within the interface
become important and determine the structural properties of
the system. In this regime the colloidal interactions should be
treated by truly microscopic fluid theories like density func-

tional or inhomogeneous integral equation approaches �for a
general scheme, see Ref. �15�, and for results on correlations
within a free interface, see Refs. �16,17��. In between these
two regimes, the microscopic one which must be tackled
with the full power of classical statistical mechanics and the
macroscopic one where thermal fluctuations appear to be un-
important, a coarse-grained picture of the fluctuating fluid
interface should be applied. Within such a picture, the prop-
erties of fluid interfaces are very well described by an effec-
tive capillary wave Hamiltonian which governs both the
equilibrium interface configuration and the thermal fluctua-
tions �capillary waves� around this equilibrium �or mean-
field� position. The fluctuation spectrum of the capillary
waves will be modified by colloids trapped at the interface
and therefore leads to fluctuation-induced forces between
them. Since capillary waves are the Goldstone modes of the
broken translational symmetry pertaining to a free interface,
their correlations are long ranged �in the absence of gravity�
and the corresponding fluctuation-induced forces are a mani-
festation of the well-known Casimir effect in two dimensions
�19�. In the case of anisotropic colloids �rods� these forces
have been evaluated in Ref. �20� and shown to lead to an
orientational dependence. Furthermore we note that there is
numerous work on the force between inclusions on mem-
branes where the membrane shape fluctuations take the role
of capillary waves; see, e.g., Refs. �20,21�. In this paper, we
shall address the fluctuation-induced effects of capillary
waves on rotationally symmetric colloids, i.e., spherical or
disklike ones, and pay special attention to the effects of the
boundary conditions at the three-phase contact line �where
the fluid interface meets the colloid surface� on the large-
distance behavior of the fluctuation-induced force. In previ-
ous work �22� we have established the independence of the
short-distance behavior of the boundary conditions. For col-
loids at contact, the fluctuation-induced force is attractive
and diverging, albeit the divergence is somewhat slower than
for the ubiquitous van der Waals �vdW� forces. However, as
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discussed in Ref. �22�, the fluctation-induced force domi-
nates for specially prepared systems �such as index-matched
ones� and hence it leads to colloidal aggregation at the inter-
face.

Regarding the influence of the boundary conditions on the
long-ranged behavior of the Casimir force, we note a previ-
ous study on the force between spheres in a fluctuating me-
dium described by a free scalar field in arbitrary dimension
D �23�. Using a terminology borrowed from electrostatics,
the scalar “field” corresponds to the potential and if the
spheres are presumed to be metallic, one can distinguish two
types of boundary condition: �i� the spheres are grounded,
corresponding to zero potential at their surface �Dirichlet
boundary conditions� and �ii� the spheres are isolated with
constant charge, in which case one averages over the surface
potential. The asymptotic Casimir force between two spheres
at distance d strongly depends on the type of boundary con-
dition; in case �i� the author finds Fground�1/d2�D−2�+1 and
for case �ii� Fiso�1/d2D+1. In relation to this study, our
present work is only concerned with the case D=2. The
boundary conditions introduced above correspond to the
physically realizable conditions of a fixed colloid with
pinned three-phase contact line �grounded case� and a verti-
cally fluctuating colloid with pinned contact line �isolated
case�. Furthermore we will identify two more physically re-
alizable boundary conditions �arbitrarily fluctuating colloid
with pinned contact line and colloid with freely fluctuating
contact line� which lead to different results for the Casimir
force again. Also we will find that in D=2 the general result
for Fground is modified since care is needed to perform the
limit to a massless fluctuating field. We will elucidate the
appearance of the leading terms in an asymptotic expansion
of the Casimir force from two different computational
schemes. In the first one, we split the partition function into
two separate factors corresponding to the effect of �i� the
fluctuations of the colloid degree of freedoms and �ii� the
fluctuations of the interface position. The statistical weight of
the configurations �i� is determined by the mean-field energy
of the interface corresponding to boundary conditions pre-
scribed by the fluctuating colloid; therefore we call �i� the
mean-field part for brevity. On the other hand, the statistical
weight of the configurations �ii� is determined purely by the
energy of the fluctuating interface with Dirichlet boundary
conditions and is independent of the colloid degrees of free-
dom. We call �ii� the fluctuation part in short. The mean-field
part leads to a repulsive and the fluctuation part to an attrac-
tive contribution to the Casimir interaction and the leading
nonvanishing term in the asymptotic behavior for large col-
loid separations then strongly depends on the type of bound-
ary conditions under consideration. This splitting of the par-
tition function also allows for a very efficient numerical
calculation of the fluctuation-induced force in the whole
range of colloid separations and for its analytical determina-
tion in the short-range limit. In a second, alternative ap-
proach �with no such separation of the fluctuating variables�
the strong dependence of the long-range asymptotics on the
boundary conditions can be understood from an expansion of
the interaction between the colloids into fluctuating auxiliary
multipoles, as in Ref. �23�. One can relate each type of
boundary conditions to a suppression of certain auxiliary

multipoles on the colloids and the leading term of the Ca-
simir force is obtained from the first nonvanishing multipole-
multipole interaction.

The paper is organized as follows. In Sec. II we will in-
troduce the model system by an effective Hamiltonian. We
will show how the partition function can be calculated via
functional integrals in two distinct ways mentioned above
and how the various boundary conditions can be imple-
mented. Then we will compute the corresponding functional
integrals in Secs. III–V in the asymptotic regimes of long
and short colloid separations d and numerically in the full
range of d, respectively, and compare analytical with numeri-
cal results in the discussion part, Sec. VI. Finally we will
also discuss possible experimental tests for this type of Ca-
simir force through the implications of an additional external
potential for the colloids, which may, e.g., be realized by
optical tweezers.

II. MODEL

In this section we derive an effective Hamiltonian for the
free energy changes associated with thermally excited height
fluctuations of the interface between two fluid phases I and II
at which two nano- or microscopic colloids are trapped. As
described above, this configuration is very stable against
thermal fluctuations for colloids with a partially wetting sur-
face. The colloids are assumed to be either spherical with
radius R or disklike with radius R and thickness H. In the
absence of charges and for colloid sizes R�1 �m the weight
of the particles can be neglected. Thus the equilibrium con-
figuration of minimal free energy is the flat interface and
spherical colloids are positioned such that Young’s law holds
at the horizontal three-phase contact line which is a circle
with radius r0=R sin �. Young’s angle, measured through
phase II �assumed to be of higher density than phase I�, is
determined by cos �= ��I−�II� /� where � is the surface ten-
sion of the interface between I and II, and �I�II� is the surface
tension between the colloid and phase I �II�, respectively �see
Fig. 1�. For disklike colloids, the contact line is either the
upper ���� /2� or lower ���� /2� circular edge, so that its
radius is given by r0=R. For both spheres and disks the cross
section of the colloids with the flat interface is given by the
interior of a circle which we refer to as Si,ref below, and,
therefore both cases can be treated within the same model in
the following. We take the flat interface Smen,ref as the refer-
ence configuration with respect to which free energy changes
are measured, and choose it to be the plane z=0 with the two
circular holes Si,ref of radius r0 in it: Smen,ref=R2 \�iSi,ref �see
Fig. 2�. Deviations from the planar reference interface z=0

FIG. 1. Side view of the reference configuration �here the col-
loids are assumed to be spheres�.
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are assumed to be small and without overhangs or bubbles.
That allows using the Monge representation �x ,y ,z
=u�x ,y��= �x ,z=u�x�� as a parametrization of the actual in-
terface positions. The free energy costs for thermal fluctua-
tions around the flat reference interface are determined by
the the change in interfacial energy of all interfaces �I/II,
colloid/I, and colloid/II�:

Htot = ��Amen + �I�AI + �II�AII. �1�

The first term in Eq. �1� expresses the energy needed for
creating the additional meniscus area associated with the
height fluctuations and is given by

��Amen = ��
Smen

d2x�1 + ��u�2 − ��
Smen,ref

d2x

�
�

2
�

Smen,ref

d2x��u�2 + ��Aproj. �2�

In Eq. �2�, Smen is the meniscus area projected onto the plane
z=0 �where the reference interface is located� and Smen,ref is
the meniscus in the reference configuration mentioned
above. �Aproj=	Smen\Smen,ref

d2x is the change in projected me-
niscus area with respect to the reference configuration. In the
second line we have applied a small gradient expansion that
is valid for slopes 
�u
	1 and which provides the long-
wavelength description of the interface fluctuations we are
interested in. Note that the first line of Eq. �2� constitutes the
drumhead model which is well known in the renormalization
group analysis of interface problems, but is also used for the
description of elastic surfaces �cf. Ref. �18��.

As discussed in the Introduction, the center of colloid i
may fluctuate vertically �measured by hi� around the refer-
ence position as well as the contact line itself may do. This
leads to changes in the interfacial areas colloid/I �II�
��AI�II��0 in Eq. �1��. In order to determine the correspond-
ing energy costs we introduce the vertical position of the
contact line at colloid i as a function of the polar angle 
i,
defined on the reference contact line circles �Si,ref, by its
Fourier expansion

f i = u��Si,ref� = �
m=−�

�

Pimeim
i �3�

and refer to the Fourier coefficients Pim as boundary multi-
pole moments below. Since f i is real, we have Pim= Pi−m

* .
Following Ref. �13�, the free energy changes associated with
�Aproj and �AI�II� can be expanded up to second order in hi

and f i, and may therefore be collected in a boundary Hamil-
tonian Hi,b �see Appendix A�:

Hb,i�f i,hi� = ��Aproj + �I�AI + �II�AII

=
��

2 �2�Pi0 − hi�2 + 4 �
m�1


Pim
2 . �4�

Putting Eqs. �1�, �2�, and �4� together, the total free energy
change is the sum

Htot = Hcw + Hb,1 + Hb,2 =
�

2
�

Smen,ref

d2x��u�2 + Hb,1 + Hb,2

�5�

of the capillary wave Hamiltonian Hcw which describes the
free energy differences associated with the additional inter-
facial area created by the height fluctuations, and the bound-
ary Hamiltonians Hb,i combining all effects related to fluc-
tutations of the three-phase contact line on the colloid
surfaces. As is well known, the Hamiltonian Hcw is plagued
with both a short-wavelength and a long-wavelength diver-
gence which, however, can be treated by physical cutoffs.
The natural short-wavelength cutoff is set by the molecular
length scale  of the fluid at which the capillary wave model
ceases to remain valid. The long-wavelength divergence is
reminiscent of the fact that the capillary waves are Goldstone
modes. Of course, in real systems the gravitational field pro-
vides a natural damping for capillary waves. Accounting also
for the costs in gravitational energy associated with the in-
terface height fluctuations, therefore, introduces a long-
wavelength cutoff and leads to an additional term �“mass
term”� in the capillary wave Hamiltonian,

Hcw =
�

2
�

Smen,ref

d2x���u�2 +
u2

�c
2 . �6�

Here the capillary length is given by �c= �� / �
�II−�I
g��1/2,
where �i is the mass density in phase i and g is the gravita-
tional constant. Usually, in simple liquids, �c is in the range
of millimeters and, therefore, is by far the longest length
scale in the system. In fact, here it plays the role of a long-
wavelength cutoff of the capillary wave Hamiltonian Hcw,
and we will discuss our results in the limit �c�R and �c
�d. However, as we will see below, care is required when
taking the limit �c→� �corresponding to g→0�, since loga-
rithmic divergencies appear �24�. Another common way to
introduce a long-wavelength cutoff is the finite size L of any
real system. As discussed in Ref. �13�, the precise way of
incorporating the long-wavelength cutoff is unimportant for
the effects on the colloidal length scale. As an example, in
both approaches the width of the interface related to the cap-

FIG. 2. Reference configuration with two circles Si,ref represent-
ing the reference contact line on the colloid surfaces �here the col-
loids may be disks or spheres�.
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illary wave is logarithmically divergent, �u�0�2�
� ln �c�L� /.

Via the integration domain of Hcw, the total Hamiltonian
of the system, Eq. �5�, implicitly depends on the geometric
configuration. This leads to a free energy which depends on
the mean distance d between the colloid centers and gives
rise to an effective force F�d�=−��F� / ��d� as a function of
the mean local distance between the colloid centers which is
determined by the free energy F�d�=−kBT ln Z�d�. The par-
tition function Z�d� is obtained by a functional integral over
all possible interface configurations u and f i; the boundary
configurations are included by �-function constraints,

Z = Z0
−1� Du exp�−

Hcw�u�
kBT

�
i=1

2 � Df i �
xi��Si,ref

���u�xi� − f i�xi��exp�−
Hb,i�f i,hi�

kBT
 . �7�

Here Z0 is a normalization factor such that Z�d→��=1 and
ensures a proper regularization of the functional integral. Via
the � functions the interface field u is coupled to the contact
line height f i and therefore, the boundary Hamiltonians Hi,b
have a crucial influence on the resulting effective interaction
between the colloids as we will see below. In the next section
we discuss possible situations for the boundary conditions at
the three-phase contact line and specify the corresponding
integration measure Df i.

A. Boundary conditions at the three-phase contact line

We shall discuss two different realizations of the bound-
ary conditions for the contact line, as follows.

Case (A). The contact lines and the vertical colloid posi-
tions fluctuate freely; this corresponds to the physical situa-
tion of smooth, spherical colloids. In this case, the integra-
tion measure is given by Df i=	dhi�mdPim and encompasses
integration over all boundary multipole moments.

Case (B). The contact lines �the circles �Si,ref in the refer-
ence configuration� are pinned to the colloid surface. This
corresponds to disklike colloids or Janus spheres consisting
of two different materials, or to colloids with a very rough
surface. Within the pinning case, we furthermore distinguish
the following three situations.

�B1� The colloid positions are frozen; thus there are no
integrations over the boundary terms.

�B2� The vertical positions of the colloids fluctuate freely;
thus boundary monopoles must be included in the integration
measure so that Df i=dhidPi0��Pi0−hi�.

�B3� The vertical position and the orientation of the col-
loids �tilts� fluctuate freely. Up to second order in the tilts
this corresponds to the inclusion of boundary dipoles in the
integration measure; thus Df i=dhidPi0dPi1dPi−1��Pi0−hi�.

1

The � function expresses the pinning condition.
These boundary conditions are sketched in Fig. 3. Note

that Dfi is not necessarily identical for the two colloids i
=1,2 in the expression �7� for the partition function. This
allows for various combinations of boundary conditions
which leads to a different behavior for the effective force,
respectively, as we will show in Sec. III.

In the following subsections we introduce the two distinct
schemes to compute the partition function Z�d� in Eq. �7�
which allows us to discuss the results from different perspec-
tives. The first one is based on the splitting of Z into the
mean-field part �fluctuating colloid degrees of freedom deter-
mining boundary conditions for a mean-field interface� and
the fluctuation part �only interface fluctuations�, whereas for
the second one we extend the fluid interface—artificially—to
the interior of the reference circles Si,ref.

B. Mean-field and fluctuation parts

As the capillary wave Hamiltonian is Gaussian in the field
u of the local interface position, a standard procedure for the
evaluation of the functional integral �7� is the decomposition
into a mean-field and a fluctuation part,

u = umf + v . �8�

The mean-field part solves the Euler-Lagrange equation of
the capillary wave Hamiltonian Hcw,

�− � + �c
−2�umf = 0, �9�

with the boundary condition 
umf
�Si,ref
= f i. Consequently the

fluctuation part is pinned to zero at the contact line,

v
�Si,ref

=0. Then the partition sum Z=ZflucZmf separates
into a product of a fluctuation part independent of the bound-
ary conditions, and a mean-field part depending on the
boundary conditions �which may fluctuate themselves; see
the cases �A�, �B2�, and �B3��:

Zfluc = Z0
−1� Dv�

i=1

2

�
xi��Si,ref

�„v�xi�…exp�−
Hcw�v�

kBT
 ,

Zmf = �
i=1

2 � Df i exp�−
�

2kBT
�

i
�

�Si,ref

d�i f i�xi�

���numf�xi��exp�−
Hb,i�f i,hi�

kBT
 . �10�

The first exponential in Zmf stems from applying Gauss’s
theorem to the energy associated with umf. In this term �numf
denotes the normal derivative of the mean-field solution to-
ward the interior of the circle �Si,ref.

For intermediate asymptotic distances between the col-
loids �r0	d	�c�, Zfluc and Zmf are analyzed separately in
Secs. III A and III B, respectively.

1Since Pim= Pi−m
* , the real and imaginary parts of Pi±m are not

independent of each other, and therefore we define the measure
dPimdPi−m�d Re Pimd Im Pi−m.

FIG. 3. Sketch of the various boundary conditions. For �B1�–
�B3�, the disks may be replaced by Janus spheres.
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This procedure is equivalent to the standard calculation of
the quantum mechanical path integral for a single particle in
a harmonic potential. The mean-field part corresponds to the
classical action and the fluctuation part evaluated becomes
the fluctuation determinant �see, e.g., Ref. �25��.

C. Alternative approach (Kardar’s method)

An alternative scheme to calculate the partition function
of the two colloids and the fluctuating interface without split-
ting it into a mean-field and fluctuation part can be devised if
the interface height field u�x ,y� which enters the functional
integral for Z is extended to the interior of the circles Si,ref.
Thus the measure of the functional integral for Z is extended
by 
Du�x�
x�Si,ref

and the integration domain in the capillary
wave Hamiltonian is enlarged to encompass the whole R2.
We note that physically the free energy of the system must
not change since in the interior of Si,ref the interface is pinned
to the colloid surface. A method similar to this ansatz was
introduced in Ref. �20� by Kardar et al. which investigates
effective forces between rods on fluctuating membranes and
films, and therefore we refer to it as Kardar’s method in the
following.

On the colloid surfaces, the interface height field is given
by the three phase contact line, u��Si,ref�� f i. We extend u
continuously to the interior of the circles Si,ref via

u�Si,ref� � f i,ext�ri,
i� = �
m
� ri

r0

m


Pimeim
i, �11�

where ri and 
i are the polar coordinates with respect to
circle Si,ref and where the boundary multipoles satisfies Pim
= Pi−m

* . Note that the choice of u�Si,ref� is not unique since the
continuity at the boundaries �Si,ref is the only requirement.
The specific choice in Eq. �11� is convenient for the further
calculations since �f i,ext=0 in Si,ref \�Si,ref. Extending the in-
tegration domain of the capillary wave Hamiltonian in Eq.
�5�, �=R2 \�iSi,ref→R2 generates an additional energy con-
tribution

− Hi,corr =
�

2
�

Si,ref

d2x���u�2 +
u2

�c
2 � 2�� �

m�1
m
Pim
2.

�12�

In Eq. �12� we have already omitted the contributions
from the gravitational term in Hcw which are of order
�r0 /�c�2	1. From Eq. �12� we see that the additional terms
created by the extension of the integration domain of the
capillary wave Hamiltonian Hcw are not constant in the—
possibly fluctuating—boundary multipole moments Pim and
therefore lead to artificial contributions to the partition func-
tion Z. These unphysical contributions have to be corrected
by adding Hi,corr to the extended capillary wave Hamiltonian
Hcw���R2�. The total Hamiltonian then reads

Htot = Hcw + �
i=1

2

�Hi,b + Hi,corr� . �13�

As in the previous sections the partition function is written as
a functional integral over all possible configurations of the

interface position u and the boundary lines, expressed by f i,

Z = Z0
−1� Du�

i=1

2 � Df i �
xi�Si,ref

��u�xi� − f i,ext�xi��

�exp�−
Htot�f i,u�

kBT
 , �14�

where the product over the � functions enforces the pinning
of the interface at the positions of the colloids. In contrast to
Eq. �7�, these product extends over all x�Si,ref instead of
�Si,ref, only. The analysis of Z in this form for intermediate
asymptotic distances d is presented below in Sec. III C.

III. LONG-RANGE BEHAVIOR

In this section we calculate analytical expressions for the
fluctuation-induced force in the intermediate asymptotic re-
gime r0	d	�c. For the first approach, this necessitates the
evaluation of the partition functions for the fluctuation and
the mean-field part separately �Secs. III A and III B, respec-
tively�. For the Kardar method, the partition function and
therefore the fluctuation force can be calculated directly
�Sec. III C�. For convenience, we have summarized the final
results for the effective Casimir force at the beginning of this
section. Readers only interested in these may skip the com-
putational details in Secs. III A–III C and directly proceed to
the discussion of the short-range behavior of the Casimir
force in Sec. IV.

Summary of this section’s results. Because Z=ZflucZmf,
the total effective force F is obtained as F=Ffluc+Fmf and
depends on the type of boundary conditions through Fmf
only. In all cases the large-d expansion of the mean-field part
of the partition sum �with �c→�� leads to a repulsive Fmf,
whereas the fluctuation contribution Ffluc is attractive. Thus
the total Casimir force between the colloids is determined by
an interesting interplay between the two-dimensional “bulk”
fluctuations and one-dimensional boundary fluctuations in-
fluencing the two-dimensional bulk by a change of the mean
field. Combining the expansions of the mean-field and the
fluctuation free energies �cf. Eqs. �36� and �22� in Secs. III A
and III B respectively�, the asymptotic form of the total Ca-
simir force can be written as a power series in r0 /d,

F�d� = −
kBT

2

�

�d
�

n

�f2n
mf + f2n

fluc�� r0

d
2n

. �15�

In Table I we provide the resulting Casimir forces for various
combinations of the boundary conditions from Sec. II A For
a pinned contact line and fixed colloids, Fmf=0→ f2n

mf=0, and
the full Casimir force is given by Ffluc �Eq. �23� in Sec. III A
below�. For fluctuating boundary conditions, however, the
leading attractive coefficients are canceled by repulsive ones
from the mean-field part, f2n

fluc=−f2n
mf, up to a certain order n

which depends on the boundary conditions considered. Nev-
ertheless, the total Casimir force is always attractive for like
boundary conditions. For mixed boundary conditions, the to-
tal Casimir force is repulsive only if the cases of pinned
contact line �B1�–�B3� for one colloid are combined with the
case �A� of an unpinned contact line for the other colloid.
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This resembles the rule known from the critical Casimir ef-
fect that like boundaries attract and unlike repel each other
�26�.

Alternatively, the expansion coefficients in Eq. �15� can
be calculated directly within the Kardar approach, which
yields f2n

Kardar= f2n
mf+ f2n

fluc. As demonstrated below, the coeffi-
cients f2n

Kardar can be regarded as two-dimensional multipole
interaction coefficients between auxiliary fields �or “charge”
densities� defined on Si,ref. Here n= p1+ p2 and pi is the order
of the auxiliary multipole residing on colloid i. The interac-
tion between the auxiliary multipoles �1p1

and �2p2
scales

like �r0 /d�p1+p2 �cf. Eq. �44� in Sec. III C below�. As shown
in Sec. III C, the different boundary conditions lead to cer-
tain constraints on the auxiliary multipoles. In particular, we
find that a fluctuating boundary monopole corresponds to a
vanishing auxiliary monopole and a fluctuating boundary di-
pole corresponds to a vanishing auxiliary dipole. Higher-
order boundary multipole fluctuations, however, do not lead
to further multipole cancellations but lead to a change of
amplitude in the leading term. �Compare, e.g., the results for
the boundary type combinations �A�-�A� and �B3�-�B3� in
Table 1.� Thus, the leading order of the total fluctuation-
induced force between the two colloids is determined by the
first nonvanishing auxiliary multipole moments �ipi

and
gives rise to a force F�d��1/d2�p1+p2�+1 �for p1 , p2�0� or
F�d��1/ �d ln d� �for p1= p2=0�. If only one of the pi is zero,
the logarithmic corrections stemming from the monopole in-
teractions vanish in the limit �c→0. Then the Casimir force
is determined by the next-to-leading multipole interaction,
i.e., a dipole-dipole interaction in the case of �B1�-�B2� and a
dipole-quadrupole interaction for �B1�-�B3� or �B1�-�A�
boundary conditions.

A. Fluctuation part

The fluctuation part appears for all cases of like and
mixed boundary conditions. In the case �B1�-�B1� �pinned
contact line with frozen colloids� it constitutes the full result
for the partition function because umf=0 and Zmf=1. We
express the � functions in the fluctuation part of the partition
function �10� by their integral representation via auxiliary
fields �i�xi� defined on the interface boundaries �Si,ref. This

enables us to integrate out the field u leading to

Zfluc =� �
i=1

2

D�i exp�−
kBT

2�
�
i,j=1

2

��
�Si,ref

d�i�
�Sj,ref

d� j�i�xi�G�
xi − x j
�� j�x j� ,

�16�

where d�i is the infinitesimal line segment on the circles
�Si,ref. In Eq. �16� we introduced the Greens function of the
operator �−�+�c

−2� which is given by G�x�
=K0�
x
 /�c� / �2�� where K0 is the modified Bessel function
of the second kind. In the range d /�c	1 and r0 /�c	1, we
can use the asymptotic form of K0 for small arguments, such
that 2�G�
x
��−ln��e
x
 /2�c�. Here, �e�1.78 1972 is the
Euler-Mascheroni constant exponentiated.

We introduce auxiliary multipole moments as the Fourier
transforms of the auxiliary fields �i on the contact line
circles �Si,ref,

�̂im =
r0

2�
�

0

2�

d
ie
im
i�i„xi�
i�… . �17�

The analogous multipole decomposition for the Greens func-
tion G�
xi−x j
� is calculated in Appendix B. Using it, the
double integral in the exponent of Eq. �16� can be written as
a double sum over the Fourier components, consisting of a
self-energy part

Gself = �
i
�

�Si,ref

d�i�
�Si,ref

d�i�i�xi�G�
xi − xi
��i�xi�

= �
i
�− 2� ln��er0

2�c

�̂i0
2 + �

n�0

2�

n

�̂in
2 �18�

and an interaction part

Gint = 2�
�S1,ref

d�1�
�S2,ref

d�2�1�x1�G�
x1 − x2
��2�x2�

= 2��− 2 ln��ed

2�c
�̂10�̂20 + �

m,n=0

m+n�1

�− 1�n

m + n
�m + n

n


�� r0

d
m+n

��̂1m�̂2n + �̂1−m�̂2−n�� . �19�

Inserting these expressions into Eq. �16�, the functional inte-
gral over the auxiliary fields can be written as an integral
over their multipole moments. The partition function then
reads

TABLE I. Total Casimir force �in units of kBT /r0� for various
combinations of boundary conditions for �c→�

Colloid 1

Colloid 2

�B1� �B2� �B3� �A�

�B1�
−

1

2

1

�d /r0�ln�d /r0�
−4�r0

d �5

−12�r0

d �7

+4�r0

d �7

�B2�
−4�r0

d �5

−12�r0

d �7

+4�r0

d �7

�B3�
−72�r0

d �9

+24�r0

d �9

�A�
−8�r0

d �9
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Zfluc =� �
i=1

2

D�i exp�−
kBT

2�
��̂1

�̂2

T�Ĝself Ĝint

Ĝint Ĝself


���̂1

�̂2

� , �20�

where the vectors �̂i= ��̂i0 , �̂i1 , �̂i−1 , . . . � contain the auxil-

iary multipole moments of colloid i. The coupling matrix Ĝ
which contains the Fourier modes of the Green’s function
G�xi−x j� has a block structure. The self-energy submatrices

Ĝself that describe the coupling between auxiliary moments
of the same colloid are diagonal, and their elements can be

read off Eq. �18�. The off-diagonal blocks Ĝint characterize
the interaction between the multipole moments residing on
different colloids and are assigned by Eq. �19�. Note that all
matrix element coupling modes with positive and negative m
vanish. From Eq. �20� we find that the fluctuation part of the
free energy reads

Ffluc = − kBT ln Zfluc � kBT ln det Ĝ , �21�

where in principle the matrix Ĝ is infinite dimensional and
divergent and therefore requires regularization. However, af-
ter performing the logarithm to calculate the free energy
these divergencies only reside in terms independent of the
geometrical arrangement of the two colloids, and therefore
the derivative of the logarithm with respect to d which cor-
responds to the Casimir force is finite. Hence, the physically
important properties of Zfluc reside in the off-diagonal blocks
of the matrix G which describe the interaction between the
colloids depending on their separation d, whereas the self-
energy part ensures the correct normalization of the interac-
tion. Equation �19� allows for a systematic expansion of the
logarithm in Eq. �21� in powers of r0 /d,

Ffluc�d� =
kBT

2 �
n

f2n
fluc� r0

d
2n

, �22�

where the coefficients f2n
fluc depend on the logarithms

−ln��ed /2�c� and −ln��er0 /2�c�. The number of auxiliary
multipoles included in the calculation of the asymptotic form
of Ffluc in Eq. �22� is determined by the desired order in
r0 /d. The individual contributions in this expansion can be
understood as �possibly higher-order� auxiliary multipole-
multipole interactions, related to specific products of the ma-
trix elements of G. So, e.g., all the logarithmic contributions
to the coefficients in Eq. �22� are related to interactions of the
auxiliary monopoles. Note that we cannot perform
lim�c→�f2n

fluc because of the logarithmic contributions men-
tioned above. These logarithmic divergencies are reminiscent
of the long-range correlations of the capillary waves which
lead to a width of the free interface which diverges logarith-
mically with �c or with the system size if gravity is absent.
For the Casimir force itself, however, we find a finite value
in the limit �c→�. In the asymptotic range r0 /d	1 and in
the limit �c /d→� the leading term of the fluctuation force is
governed by the first term in the series Eq. �22�, f0

fluc, and
reads

Ffluc = kBT
�

�d
ln Zfluc → −

kBT

2

1

d ln�d/r0�
+ O�d−3� ,

d

r0
� 1,

d

�c
→ 0. �23�

Note, however, that the limit �c→� here is slowly converg-
ing with a leading correction term of the order 1 / �d ln �c�,

−
�f0

fluc

�d
——→

d/�c	1

−
1

2

1

d ln�d/r0��1 +
ln�r0/d�

2 ln�r0/�c�

+ O„�ln �r0/d�2�/ln �r0/�c�2
… �24�

and that the free energy difference corresponding to Eq. �23�,
F�d�� ln ln�r0 /d�, is actually ill defined, because the effec-
tive colloidal interaction in case �B1�-�B1�—fixed colloids
and pinned interface—is only meaningful for a finite capil-
lary length �c.

B. Mean-field part

The calculation of Zmf �Eq. �10�� requires the solution of
the Euler-Lagrange equation �9�, �−�+�c

−2�umf�x�=0 for
x�R2 \�iSi,ref and the �fluctuating� boundary conditions

umf�xi� = f i�xi� �25�

with xi��Si,ref and umf�x�→0 for 
x
→�. In fact a solution
to a similar problem �with Neumann boundary conditions�
was given in Ref. �27� in terms of bipolar coordinates which,
however, is involved if applied to the general Dirichlet
boundary conditions in our case. For our purpose it is more
convenient to write the solution as a superposition

umf�x� = u1�x − r1� + u2�x − r2� � u1�r1,
1� + u2�r2,
2� ,

�26�

where ri is the center position of circle Si,ref. The general
solutions ui of the mean-field equation �9� in polar coordi-
nates �ri ,
i� with respect to the centers of the reference con-
tact line circles Si,ref �see Fig. 2� can be written as linear
combinations

ui�ri,
i� = �
m

Aimaim�ri,
i� . �27�

The functions aim are defined by

ai0�ri,
i� =
K0�ri/�c�
K0�r0/�c�

�
ln��eri/2�c�
ln��er0/2�c�

,

aim�ri,
i� =
Km�ri/�c�
Km�r0/�c�

eim
i � � r0

ri

m


eim
i, �28�

which are normalized for convenience and where we have
used the asymptotic form of the modified Bessel functions
Km for small arguments ri /�c	1. As the solution has to
match the boundary conditions at both circles �S1,ref and
�S2,ref, we project umf onto the complete set of functions on
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�S1,ref, eim
1 and on �S2,ref, eim
2, respectively. The expansion
coefficients of these projections of umf must equal the bound-
ary multipole moments at the corresponding circle which
leads to a system of linear equations for the expansion coef-
ficients �Aim ,Bim� of the ui,

A1m + �
n=−nmax

nmax

a1,mnA2n = P1m,

A2m + �
n=−nmax

nmax

a2,mnA1n = P2m. �29�

In Eq. �29�, the matrix coefficients a1,mn are given by the
projection coefficients

a1,mn =
1

2�
�

0

2�

d
1eim
1a2n�r2,
2� , �30�

and analogously a2,mn is given in terms of the projection of
a1m�r1 ,
1� onto eim
2. In Eq. �29�, we have truncated the
Fourier expansions at a maximum order nmax. Indeed, the
numerical solution shows rapid convergence of the expan-
sions in Eq. �27� in the whole range of colloid-colloid sepa-
rations d, such that they can be truncated at nmax�20.
Through the inversion of the linear system �29� the coeffi-
cients Aim and Bim can be expressed as linear combinations of
the boundary multipoles,

Aim = �
j=1

2

�
n=−nmax

nmax

pimjnPjn. �31�

Using the asymptotic forms of the functions aim given in Eq.
�28�, expressing r2=r2�d ,r1 ,
1� and 
2=
2�d ,r1 ,
1� by the
polar coordinates with respect to circle S1,ref and vice versa
for circle S2,ref, and expanding the projection coefficients
ai,mn in Eq. �29� in r0 /d, the coefficients pimjn in Eq. �31� can
be written as a power series in r0 /d. Inserting the solution
�26� with the expression �31� for the Aim into the line inte-
grals for the mean-field energy H�umf� in the exponent of Eq.
�10�, we can write H�umf� as a quadratic form of the bound-
ary multipole moments Pim, described by a matrix E with
block structure,

Hmf = −
�r0

2 �
i
�

0

2�

d
i f i�
i�
�umf„x�
i�…

�ri
+ �

i

Hb,i�f i,hi�

=
�

2� f̂1

f̂2

T�E1self Eint

Eint E2self
� f̂1

f̂2

 + ���
i

�Pi0 − hi�2.

�32�

Here, the submatrices Ei,self and Eint describe the coupling
energy of the multipole moments of the same contact line f i
and from different contact lines, respectivly, and their ele-
ments are given by

Ei,self
mn = 2��mn�1 − �m0� − �

0

2�

r0d
ie
im
i�

k

pikin
�

�ri
aik�ri,
i� ,

�33�

E12,int
mn = − �

0

2�

r0d
1eim
1�
k

p2k1n
�

�r1
a2k�r2�
1�,
2�
1�� ,

�34�

and analogously for E21,int
mn . Applying again the expansions of

the functions aik in powers of r0 /d in the expression for
E12,int

mn and using the series expressions for the coefficients
pimjn, the matrix elements can be written as a power series in
r0 /d in the asymptotic range r0	d	�c. The mean-field part
of the partition sum Eq. �10� can then be written as

Zmf =� �
i

Df i exp�−
Hmf

kBT
 �35�

such that the d-dependent part of Zmf is proportional to
det E. As discussed in Sec. II A, the functional measure is
given by a product Df i=dhi�m=−M

M dPim, where M depends on
the chosen model for the boundary condition at the contact
line. Inserting the power series of the matrix elements
Ei,int

mn and Ei,self
mn and expanding the free energy

Fmf�d��kBT ln det E, we arrive at a series similar in form to
the fluctuation part, Eq. �22�,

Fmf�d� =
kBT

2 �
n

f2n
mf� r0

d
2n

, �36�

where again the coefficients f2n
mf are functions of the mono-

pole self-energy and interaction coupling elements,
−ln��er0 /2�c� and −ln��ed /2�c�, respectively. Before dis-
cussing the analytic structure of the dependence on d, we
remind the reader that the integration measure Df i differs
between the cases �A�—no pinning, �B2�—pinning and
height fluctuation of the colloids, and �B3�—pinning with
collective height and tilt fluctuations of the contact line.

In all cases for the boundary conditions except �B1�-�B1�
we have a mean-field contribution, and the leading term of
the free energy in the long-range regime d�r0 �with
�c→�� is determined by the boundary monopole-monopole
interaction and leads to a repulsive effective force between
the colloids,

Fmf = kBT
�

�d
ln Zmf →

kBT

2

1

d ln�d/r0�
+ O�d−3� ,

d

r0
� 1,

d

�c
→ 0, �37�

which is equal in size but opposite in sign to the fluctuation
contributions, and thus these terms cancel. Depending on the
precise type of the boundary conditions, we find f2n

mf=−f2n
fluc

up to a certain order n, such that the attractive force contri-
butions from the fluctuation part are cancelled by a repulsive
one from the mean-field part. The resulting leading order of
the effective force can be inferred from Table I.
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C. Kardar’s method

Here we calculate the partition function directly without
splitting the fluctuating field u into a mean-field and a fluc-
tuation part. The starting point is Eq. �14� from Sec. II C The
� functions can again be expressed by auxiliary fields �i,
now defined on the two-dimensional circular domains Si,ref as
opposed to the auxiliary fields of Sec. III A which are de-
fined on the one-dimensional circles �Si,ref:

Z =� Du� �
i=1

2

D�i� Df i exp�−
Htot�f i,u�

kBT

+ i�
Si,ref

d2x �i�x��u�x� − f i,ext�x�� . �38�

The functions f i,ext which describe the interface extension to
Si,ref have been defined in Eq. �11� in terms of a multipole
expansion in the Pim. The total Hamiltonian contains the cap-
illary wave Hamiltonian and the boundary and correction
terms �see Sec. II C� and reads

Htot =
�

2
�

R2
d2x���u�2 +

u2

�c
2 +

��

2 �
i
�2�Pi0 − hi�2

+ 4 �

m
�1

�1 − 
m
�
Pim
2 . �39�

Similarly to the evaluation of the fluctuation part, Sec. III A,
we introduce multipole moments �im of the auxiliary fields
by inserting unity into Z, Eq. �38�:

1 =� �
i=1

2

�
m

d�im���im − �
Si

d2x�r/r0�
m
e−im
��x� .

�40�

In contrast to the evaluation of the fluctuation term in Sec.
III A, there will be constraints on the lowest multipoles
which contribute to Z. To see this we note that, after shifting
hi→hi− Pi0, the Hamiltonian Htot no longer depends on the
boundary monopole moments Pi0 and the dipole moments
Pi1 and the only dependence of Z on these moments is
through the constraint function f i,ext. Recalling the definition
of the integration measure Df i for the various boundary con-
ditions, Sec. II A and performing the integration over Pi0 and
Pi1 where applicable, we immediately find

Z ��� �
i=1

2

�
m

d�im ¯ ���i0� ¯ , case �B2� ,

� �
i=1

2

�
m

d�im ¯ ���i0����i−1����i1�¯ cases �A� and �B3� .� �41�

Having noticed these constraints on the auxiliary fields, we
proceed by integrating over the field u in Eq. �38�:

Z =� �
i=1

2

D�i� Df i exp�−
kBT

2�
�
i,j=1

2 �
Si,ref

d2xi

��
Sj,ref

d2xj�i�xi�G�
xi − x j
�� j�x j� −
��

2kBT�2�Pi0 − hi�2

+ 4 �

m
�1

�1 − 
m
�
Pim
2 − i�
i=1

2 �
Si,ref

d2x ��x�f i,ext�x�� ,

�42�

where—as in Eq �16�—G is the Green’s function of the cap-
illary wave Hamiltonian. A somewhat longer calculation
shows that Z can be split into into an interaction part

�coupling the auxiliary multipole moments �im for different
colloid labels i�, a self-energy part �depending on �im for
each value of i separately�, and a remainder �the sum of the
boundary and correction Hamiltonians�:

Z =� �
i=1

2

�
m

d�im� Df i

�exp�−
kBT

2�
�Hint��1m,�2m� + Hi,self��im���

�exp�−
��

2kBT�2�Pi0 − hi�2 + �

m
�1

�1 − 
m
�
Pim
2
− i�

m

�imPim� . �43�

The interaction part
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Hint = 2�
S1,ref

d2x1�
S2,ref

d2x2�1�x1�G�
x1 − x2
��2�x2�

=
1

2��− 2 ln��ed

2�c
�10�20 + �

l1,l2=0

l1+l2�0

�− 1�l2

l1 + l2
�l1 + l2

l2


�� r0

d
l1+l2

��1l1
�2l2

+ �1−l1
�2−l2

�� �44�

is a bilinear form in the auxiliary multipole moments; it was
derived using the multipole expansion of the Green’s func-
tion G�
x1−x2
��−ln��e
x1−x2
 /2�c� �valid for d�r0�
which is presented in Appendix B in more detail. The self-
energy part

exp�−
kBT

2�
Hi,self

=� �
i=1

2

D�i���im − �
Si

d2x�r/r0�
m
e−im
�i�x�
�exp�−

kBT

2�
�

Si

d2x�
Si

d2x��i�x�G�
x − x�
��i�x�
�exp�− i�

Si,ref

d2x �i�x�f i,ext�x� + i�
m

�imPim
�45�

is evaluated in Appendix C, with the result

Hi,self = − 
�i0
2
ln��er0/2�c�

2�
+ �

m�0


�im
2

2�
m

. �46�

Combining Eqs. �43�, �44�, and �46�, the partition function
can be written as

Z =� �
i=1

2

�
m

D�imDf i

�exp�−
kBT

2�
��1

�2
†�Ĥself Ĥint

Ĥint Ĥself

��1

�2
� , �47�

where the vectors �i= ��i0 , Pi0 ,�i1 , Pi1 ,�i−1 , Pi−1 , . . . �—in

contrast to �̂i in Sec. III A—contain all involved auxiliary
and boundary multipole moments. The elements of the ma-
trix H describe the coupling of these multipole moments,
where the self-energy block couples multipoles defined on

the same circles Si,ref. The self-energy matrix Ĥself can be
read off Eqs. �43� and �46�. The elements of the interaction

matrix Ĥint are determined by the interaction energy Hint in
Eq. �44� and couple the auxiliary multipole moments of dif-
ferent colloids. All matrix elements representing couplings of
other multipoles are zero.

As in Eqs. �20� and �35�, the exponent in Eq. �47� is a
bilinear form; however, here it is combined for all types,
boundary multipole moments Pim, and auxiliary multipoles
�im. The computation of the partition function amounts to

the calculation of det Ĥ. Expanding the logarithm of this
determinant for r0 /d	1, and taking the derivative with re-
spect to d, we directly obtain the asymptotic form Eq. �15�
for the total Casimir force,

F�d� = −
kBT

2

�

�d
�

n

f2n
Kardar� r0

d
2n

�48�

with f2n
Kardar= f2n

fluc+ f2n
mf as it should be.

In contrast to the calculation before, the different leading
power laws for the different cases �A� and �B1�–�B3� can be
understood easily. As described in the beginning of this sec-
tion, the cancellation of leading terms in the free energy
arises as a consequence of the vanishing of certain auxiliary
multipole moments of the auxiliary fields defined on Si,ref.
The leading terms of the Casimir force are determined by the
interaction of the lowest nonvanishing auxiliary multipoles.
Note, however, that the auxiliary monopoles �which are non-
zero only in case �B1�� lead to logarithmic terms in the in-
teraction which vanish �logarithmically� for mixed boundary
conditions in the limit r0 /�c→0, such that in these cases the
Casimir force is determined by the next higher multipole
interaction �cf. Table I�. We remind the reader that the con-
straints of vanishing auxiliary monopole and dipole moments
result from the independence of Htot of the boundary mono-
pole and dipole moments and that this is only captured cor-
rectly by the inclusion of the correction Hamiltonian Hcorr
�see Sec. II C�.

At this point we insert the following observation: If the
sum of boundary and correction Hamiltonians were zero, all
multipole moments �im would be zero and consequently all
coefficients in the expansion of the Casimir force in terms of
r0 /d would vanish—i.e., the total Casimir force would be
zero. This happens for the boundary Hamiltonian �28�

Hb,i = 2�� �
m�1

m
Pim
2 �49�

=
�

16�
�

�Si,ref

d��
�Si,ref

d��
�f i��� − f i�����2

sin2�1

2
�� − ���� . �50�

Thus we see that the boundary Hamiltonian needs to be of
nonlocal nature in the contact line height f i to make the
Casimir force vanish.

IV. SHORT-RANGE BEHAVIOR

A. Fluctuation part

In the opposite limit of small surface-to-surface distance
h=d−2r0	r0 the fluctuation force can be calculated by us-
ing the Derjaguin �or proximity� approximation �29�. It con-
sists in replacing the local force density on the contact lines

by the result for the fluctuation force per length f2d�h̃� be-

tween two parallel lines with a separation distance h̃ and
integrating over the two opposite contact line half circles to
obtain the total effective force between the colloids.

The Casimir force between two parallel surfaces was cal-
culated in Ref. �30� in a general approach and explicitly for
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three-dimensional problems. Applied to two dimensions we
obtain f2d�h̃�=−kBT� / �24h̃2�. Integrating over the opposing
contact line half circles yields

Ffluc � − 2
�kBT

24
�

0

r0

dy
1

�h + 2r0 − 2�r0
2 − y2�2

——→
r0/h→�

− kBT
�2

48

r0
1/2

h3/2 + O�h−1/2� . �51�

for the dominant contribution to the Casimir force from the
fluctuation part in the limit h /r0	1. Note, that this strong
increase as h→0 is a consequence of the finite �mesoscopic�
size of the colloids and is missed if the colloids are approxi-
mated by pointlike objects �31�.

B. Mean-field part

Here, we exemplify the asymptotic behavior of the mean-
field force for close colloid separations h→0 by case �B2�
for the boundary conditions where only fluctuations of the
boundary monopoles occur. From the numerical results �see
next section� we observe that the type of divergence of the
mean-field force as h→0 is obtained correctly by consider-
ing only monopole fluctuations; including higher multipole
moments affects the force only by a multiplicative constant.
�This is in marked contrast to the long-range regime.�

In order to apply the Derjaguin approximation, we calcu-
late the mean field between two parallel lines �S1/2 on which
the field is pinned to a fluctuating value umf��Si�= Pi0 �corre-
sponding to monopole boundary conditions�. The mean-field
energy Hmf in Eq. �32� is represented by a 2�2 matrix E.
By diagonalizing E we can write Hmf= ��Ly /2��esZ

2

+ea��z2��, where es and ea are the eigenvalues of E, and Z
= P10+ P20 and �z= P10− P20 are the symmetric and the anti-
symmetric superposition of umf at the boundaries �Si, respec-
tively. Ly is the length of the boundary lines. In fact, the line
densities es and ea correspond up to a factor to the mean-field
energies of the solutions of the mean-field equation �25� with
symmetric �us 
�S1/2

=Z� and antisymmetric �ua 
�S1/2
= ±�z�

boundary conditions, respectively, and the general mean-field
solution is given by by umf= �us+ua� /2. For �c→� the
mean-field equation reduces to the Laplace equation �umf
=0 between parallel lines which are in the x direction a dis-

tance h̃ apart. The antisymmetric and symmetric solutions

read ua= �2�z / h̃�x and us=const, respectively, with the cor-

responding line densities es=0 and ea=4/ h̃. A vanishing es
signifies that a collective vertical shift of the interface does
not cost any energy. This leads to the divergence of the inte-
gral over Z in the partition function Zmf, which physically is
not interesting and can be neglected. Applying the Derjaguin
approximation �similar to Eq. �51�� to only the antisymmetric
mode yields the corresponding energy Ea for the two circles
a distance h apart:

Ea � − 2��
0

r0

dy
2��z�2

h + 2r0 − 2�r0
2 − y2

� 2����z�2�r0

h

+ O�1� . �52�

Thus the h-dependent mean-field part of the free

energy reads Fmf�−kBT ln	d��z�exp�−Ea /kBT�
=−�kBT /4�ln�h /r0�+const. So, in the limit h=d−2R→0, the
leading �divergent� part of the effective mean-field force Fmf
is repulsive and reads

Fmf�h → 0� �
kBT

4h
. �53�

It appears physically less obvious why the Derjaguin ap-
proximation could also be applied to higher boundary multi-
pole moments n, especially if h�R /n. If one nevertheless
does so one finds that in this regime h�R /n the mean-field
force diverges more slowly than 1/h whereas for h	R /n the
monopole behavior is recovered. This is in accordance with
our numerical results. Note that this holds true also for dif-
ferent types of boundary conditions on the two colloids.

V. INTERMEDIATE DISTANCES: NUMERICAL
CALCULATION

For intermediate distances d�r0 the fluctuation-induced
force has to be calculated numerically. We will do this as in
the previous sections for the fluctuation and the mean-field
part separately. For the fluctuation part, we shall apply a
method which was introduced in Ref. �32�. The starting point
is Eq. �16� for the partition function Zfluc. Introducing an
equidistant mesh with N points 
ij = �2� /N�j, 0� j�N, on
the contact line circles �Si,ref converts the double integral in
the exponent to a double sum. Then the functional integrals
over the �i are replaced by ordinary Gaussian integrals over
the �i(xi�
ij�), D�i�� j=0

N d�i(xi�
ij�). In the exponent, the

�i(xi�
ij�) are coupled by a matrix G with elements Gii�
j j�

=G�
xi�
ij�−xi��
i�j��
�. Performing the Gaussian integrals
and disregarding divergent and d-independent terms imme-
diately leads to Ffluc= �kBT /2�ln det�G�

−1G�d�� for the fluc-
tuation free energy. Here, G�� limd→�G�d�. It contains the
self-energy contributions and is needed for the regularization
of the free energy. Deriving with respect to d, the Casimir
force can be written as

Ffluc�d� = −
kBT

2
tr�G�d�−1�dG�d�� . �54�

The advantage of the direct calculation of the force is that
Eq. �54� does not contain any divergent parts which would
require regularization, thus easing the numerical treatment
considerably. The determinant is computed by using a stan-
dard LU decomposition �33�. We find good convergence of
the numerical routine also for small d if N�5000, which,
however, demands a computation time of about 30 h for each
distance point on a standard PC. As discussed in Sec. VI and
shown in Fig. 4, we find very good agreement between ana-
lytical and numerical results.

The numerical calculation of the mean-field Casimir force
can be done very conveniently with the method described in
Sec. III B. In order to avoid complex numbers, we used sine
and cosine modes instead of Fourier modes for the numerical
computations. It is straightforward to rewrite the correspond-
ing equations in Sec. III B by using their real and imaginary
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parts. Via a numerical evaluation of the integrals for the pro-
jection coefficients ai,mn in Eq. �30� and inversion of the
linear system Eq. �29� the elements Ei,self

mn and E12,int
mn of the

matrix E are computed �see Eqs. �33� and �33��. Calculating
ln det E then provides the free energy Fmf, and the numerical
derivative finally the mean-field Casimir force Fmf. This
scheme turns out to be very efficient and provides results for
Fmf within seconds. Indeed, the numerical calculations show
that it is sufficient to consider nmax�20 modes in the expan-
sions of the ui in Eq. �26� in order to achieve convergence of
the results.

A direct numerical implementation of Kardar’s method is
difficult since the auxiliary fields are defined in this case on
Si,ref which is two dimensional. A discretization of these ar-
eas with N�5000 points as used for evaluating Ffluc would
not be sufficient but considerably finer discretizations are
forbidding due to memory storage and computing time prob-
lems.

VI. DISCUSSION OF RESULTS AND
OF POSSIBLE REALIZATIONS

In Fig. 4 we compare numerical results with the analytical
expressions for the Casimir force for the long-range asymp-
totics �Sec. III� and for very small colloid-colloid separations
�Sec. IV�, respectively.

For all considered combinations for the boundary condi-
tions �B1�–�B3� and �A�, we find very good agreement with
the analytical predictions in Table I for the long-range regime
d�5r0. In the short-range regime, the fluctuation-induced
force depends much less on the specific type of boundary
conditions at the contact line. In fact, in this regime, the
divergence of the fluctuation part force �which applies to all
cases�, �−h−3/2, is dominating the total force in this regime
and leads to a strong net attraction. As can be seen from the
plots in Fig. 4, in case �B1�-�B1� �fixed colloids, no mean-
field force� the Derjaguin approximation describes well the
numerical data also for intermediate colloid separations
r0 /h=r0 / �d−2r0��5. From the plots for the like-boundary
cases �B2�, �B3�, and �A�, however, we see that the repulsive
contribution from the mean-field part showing a weaker di-
vergence �1/h leads to a strong decrease of the total force
for r0 /h=r0 / �d−2r0��1, which, by increasing d, converges
to the power laws governing the long-range asymptotics. The
rapid decrease of the total force actually renders the Casimir
force effectively short-ranged for the like boundary cases
�B3� and �A�. Note that because of this rapid decay
�−1/d9, the competing attractive and repulsive contribu-
tions from the fluctuation and mean-field part are of almost
equal size and our numerical methods which are based on the
addition of these quantities are afflicted with numerical un-
certanties and are not able to provide reliable results for
d�15r0. In the opposite regime of small separations
h=d−2r0	r0, the effect of the boundary conditions is much
less pronounced, and the resulting force is dominated by
Ffluc�h−3/2 �attractive� compared with Fmf�h−1 �repulsive�,
leading to a strong attractive Casimir interaction in this re-
gime �see Fig. 4�. At small distances typically also van der
Waals forces become important. They lead to a strong ten-
dency of colloid aggregation, if not compensated by a repul-
sive interaction. For spherical colloids at small separations
and �=� /2 the well-known Derjaguin result for the vdW
force reads

FIG. 4. Comparison of the numerical results for the Casimir
force �symbols� with the analytical expressions in the asymptotic
ranges of large colloid separations d�r0 �full line� and small
surface-to-surface distance h=d−2r0	r0 �dashed line� for various
combinations of the boundary condition cases �B1�, �B2�, �B3�, and
�A�. In the example with mixed boundary conditions, �A�-�B1�, we
have plotted the absolute value of the force because of the change
of sign, which is indicated by a cusp.
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FDerj
vdW = −

AH

12�

R

h2 . �55�

Here, the �effective� Hamaker constant AH is determined by
the frequency-dependent dielectric permittivities of both the
colloids and the two fluid phases. Equation �55� shows an
even stronger increase for h→0. Hence, the vdW force FDerj

vdW

will dominate the Casimir force �51� since the Hamaker con-
stant is typically AH��1–10�kBT. For smaller Hamaker con-
stants, however, AH/kBT� ��3 /4��h /R, which in principle
can be obtained by refractive index matching between col-
loids and fluids, we find 
Ffluc
� 
FDerj

vdW
 and therefore in this
distance regime an increased influence of the fluctuation-
induced force on particle aggregation. Note, however, that in
an experimental realization this constitutes a considerable
challenge. For two cylindrical disks with height H the
Derjaguin approximation leads to FDerj

vdW�−�H /h2��R /h�1/2 if
h	R ,H. For very thin disks �H	h	R�, however, integra-
tion over atomic pair potentials �r−6, which give rise to the
vdW force, results in

Ftd
vdW = − AH

15�2

48

H2

h2�R

h

1

h
. �56�

In this case, we find FvdW/Ffluc=15�AH/kBT��H /h�2	1, so
that for H	h	R the driving mechanism for flocculation is
entirely given by the fluctuation-induced force. Thus, the
fluctuation-induced force can strongly enhance the tendency
of colloids at interfaces to flocculate. This effect is indepen-
dent of material parameters, as long as the system is in the
capillary wave regime, i.e., for h�. For colloid-colloid
separations h in the order of the molecular length scale  of
the fluids; however, the capillary wave model is no longer
valid. In this regime, the total effective force can be under-
stood by taking into account the formation of a wetting film
around the colloids �34� and stays finite.

In experimental realizations, fixing the colloids as re-
quired in case �B1� might, e.g., be realized by laser tweezers.
In such a setup, the fixing is usually, of course, not ideal,
since the vertical movement of the colloid centers is re-
stricted by an external potential of finite width. Including
such an external potential for the colloids in our model in
fact lowers the repulsive contribution from the mean-field
part �as compared to the unfixed case�, and therefore leads to
an increased long-ranged attractive total Casimir force domi-
nated by the leading term of the fluctuation part, Eq. �23�.
The extent of this increase is controlled by the strength of the
external potential for the colloids, as we will show in the
next subsection. However, since laser tweezers act on refrac-
tive index gradients, they are not appropriate for particles at
the interfaces of colloid-polymer mixtures used in Ref. �36�
to produce ultralow-tension surfaces. In this case the external
potential has to be provided by another method, like mag-
netic tweezers or a sterical confinement of the particles
caused by parallel plates forming a canal. Then, however, it
remains the experimental challenge of separating the
fluctuation-induced forces from the direct magnetic interac-
tions between the particles or from possible finite-size effects
induced by the canal.

External potential on the colloids

In the effective Hamiltonian introduced in Sec. II we con-
sidered only free energy differences resulting from the
changes of interfacial areas which are associated with fluc-
tuations around the flat reference configuration. In this sub-
section we will extend this model to external potentials Vi�hi�
acting on the vertical position hi of the center of colloid i. We
will concentrate on the cases of a constant external force Fiez
and a harmonic potential for colloid i, corresponding to
Vi�hi�=−Fihi and Vi�hi�= 1

2Di�hi−h0,i�2, respectively. The
vertical forces Fi include, e.g., gravity, whereas the harmonic
potential can be realized by a laser tweezer. So this is of
particular interest for case �B1� where the colloid positions
are fixed.

Then, the total effective Hamiltonian of the two colloids
adsorbed at the fluid interface reads

H = Hcw + �
i

�Hb,i + Vi�hi�� . �57�

Note that the approximations performed in Sec. II in deriving
the capillary wave and boundary Hamiltonian remain valid
here if the external force or the displacement of the harmonic
potential are small on the scale set by the surface tension,
i.e., Fi	2��r0 and Dih0	2��r0, respectively.

The additional external potential has two implications
which we will discuss in the following. First, it leads to a
deformed equilibrium meniscus as compared to the flat ref-
erence interface, which gives rise to a “classical” capillary
interaction between the colloids �13�. Second, through the
coupling of the colloid position hi to the interface field u in
the boundary Hamiltonian Hb,i, the thermal movement of the
colloids in the potential Vi can also influence the fluctuation-
induced �“nonclassical”� force between the colloids.

As described in detail in Ref. �13�, the equilibrium menis-
cus ueq can be found by minimizing the effective Hamil-
tonian H with respect to the colloid position hi and the in-
terface height u�x ,y�. The equilibrium colloid height hi,eq is
determined from the condition �H /�hi=0 and depends on
both the external potential and the mean height of the three-
phase contact line on the colloid surfaces. The interface field
ueq satisfies the Euler-Lagrange equation �25� of Hcw with
the boundary condition �13�

�ueq�x�
�ni

=
ueq�x� − hi,eq

r0
, �58�

where � /�ni is the derivative in the outward normal direction
of �Si,ref. Using the general form of Eqs. �26� and �27� for ueq
and projecting the boundary conditions �58� on �Si,ref onto
eim
i as in Sec. III B leads again to a linear system for the
expansion coefficients Aim similar to Eq. �29�.

For a constant external force, we obtain in the asymptotic
range r0	d	�c
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ueq � −
F1

2��
ln��er1

2�c
 −

F2r0

2��d
� r0

r1
cos�
1�

−
F2

2��
ln��er2

2�c
 −

F1r0

2��d
� r0

r2
cos�
2� �59�

for the leading terms in r0 /d of the equilibrium meniscus ueq
�see Fig. 2 for the definitions of ri and 
i�. The capillary
interaction arising from the meniscus deformation is given
by �13�

Vmen�d� = H�d� − �
i

Hi,� �
F1F2

2��
ln

�ed

2�c
+

F1
2 + F2

2

4��
� r0

d
2

.

�60�

Here, Hi,� is the effective energy associated with a single
colloid system. The first term in the second line of Eq. �60� is
the well-known logarithmic flotation force. Note that in the
absence of electrostatic forces the main contribution to the
external force usually is gravity which can be neglected for
colloid radii �1 �m as it is much smaller than the thermal
energy kBT. The second term describes the leading behavior
of the capillary interaction if there is an external force only
applied to one of the colloids—and it leads to a repulsive
force between the colloids.

For harmonic external potentials the equilibrium meniscus
and the capillary interaction potential is calculated in the
same way but results in a somewhat lengthy expression for
Vmen. Focusing onto the symmetric case of identical poten-
tials for both colloids, we find that Vmen vanishes in the limit
�c→�: In the absence of gravity a parallel shift of the whole
interface does not cost any energy, and, therefore, the re-
sponse of the system on the presence of the harmonic poten-
tials on the colloids is a shift of the planar interface to a new
equilibrium position ueq�−h0�=h0i�—without a meniscus
deformation and, hence, without causing a capillary interac-
tion. The leading term for 1 /�c small is given by

Vmen �
4��h0

2 ln��ed/2�c�
�2��/D − ln��er0/2�c���2��/D − ln��er0d/4�c

2��
.

�61�

If the minima of the harmonic potentials on the colloids are
not identical, we find an additional term

Vmen ——→
�c→� ���h01 − h02�2

1 + ���1/D1 + 1/D2� + ln d/r0
�62�

which is not vanishing in the limit �c→�.
The influence of the external potential on the fluctuation-

induced force is most conveniently discussed by splitting the
interfacial field into an equilibrium and a fluctuation part, u
=ueq+�u, similar to the splitting into a mean-field part umf
and a fluctuation part v described in Sec. II B, and analo-
gously hi=hi,eq+�hi for the vertical position of the colloid
centers. Note, however, that ueq satisfies the equilibrium
boundary conditions �58�, whereas umf is the mean-field part
of �u, i.e., �u=umf+v, which satisfies the boundary condi-
tions Eq. �3� corresponding to thermal fluctuations of the
contact line around its equilibrium position. Inserting this

decomposition of the interfacial field u into the extended
Hamiltonian Eq. �57� and performing some conversions of
the integrals by exploiting Eqs. �25� and �58� together with
Gauss’s theorem, we find a quite distinct behavior for the
cases of a constant external force and of a harmonic poten-
tial. In the first case we can rewrite the effective Hamiltonian
in the form H�ueq+�u�=H�ueq�+Hcw��u�+Hb��u ,�hi�.
That means that the effective Hamiltonian relevant for the
fluctuation-induced force is independent of the external force
in this case. The only effect of a constant external force,
hence, is the deformation of the equilibrium meniscus
which leads to the classical interaction described by Eq.
�60�. In the case of a harmonic external potential, however,
we find H�ueq+�u�=H�ueq�+Hcw��u�+Hb��u ,�hi�
+�i�Di /2���hi�2, i.e., compared to the functional integral Eq.
�7� we have to introduce an additional harmonic potential
term for the deviation �hi of the colloid position from
its equilibrium value hi,eq in the expression for the
partition function describing the thermal fluctuations of the
interface and the colloids. The additional potential term
Vi= �Di /2���hi�2, which is centered at �hi=0, can be in-
cluded in the boundary Hamiltonians Hi,b and leads to addi-
tional terms in the self-energy parts of Eq. �33� for the mean-
field part of the partition function. The integrals over the �hi
and the boundary multipoles can be performed as before. The
additional potentials Vi lead to modifications of the determi-
nant of the matrix E. Because of the different form of inte-
gration measure for the cases of a pinned and an unpinned
contact line �cf. Sec. II A�, these modifications differ for the
two types of boundary conditions. For the leading term of the
mean-field Casimir force we can write

Fmf =
�c→�kBT

2

1

d ln d/r0

1

1 +
o1o2 ln�d/r0�

o1 + o2

, �63�

where oi=Di / ���� for a pinned contact line and
oi=2/ �1+2�� /Di� for an unpinned contact line. So the in-
clusion of the harmonic potential leads to a decreased mean-
field contribution to the fluctuation-induced force as com-
pared to Eq. �37� which decreases with increasing strength
Di of the potentials �see Fig. 5�. For a pinned contact line, in
this way the leading term of mean-field contribution to the
Casimir force can be switched on in a controlled way by an
external harmonic potential. In the limit Di→0 we recover
for both cases the result from Sec. III B, Eq. �37�, which
gives rise to the cancellation of the leading terms with those
of the fluctuation part. This is expected because Di=0 corre-
sponds to the cases �A�, �B2�, or �B3� where height fluctua-
tions of the colloids are not suppressed by external poten-
tials. In the opposite limit Di→�, however, we find
Fmf→0 from Eq. �63� for a pinned contact line. This corre-
sponds to case �B1� of frozen colloid positions and a pinned
contact line and where the full Casimir force is given by the
fluctuation part Eq. �23�. In the case of an unpinned contact
line, this effect is less pronounced. Then the original form of
the mean-field Casimir force, Eq. �37�, is diminished by an
additional factor 1 / �1+ln d /r0� in the limit Di→�.
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For the linear external potential �constant force on the
colloids�—also relevant for a harmonic potential with rela-
tively large displacement—the only effect is an additional
capillary interaction to the fluctuation-induced force. The
relative importance of these two contributions to the colloid
interaction is determined by their amplitudes Fi

2 /� and kBT,
respectively. For a harmonic external potential, the relevance
of the external potential on both the classical capillary inter-
action �cf. Eqs. �60�–�62�� and on the fluctuation-induced
force Eq. �63� is governed by the ratio � /Di of the surface
tension and the stiffness Di of the harmonic potential. For
typical values for the surface tension in the range of
��10 mN/m and a stiffness Di�10−3–1 mN/m �35� of the
harmonic potential, we find that the classical interaction can
be neglected compared to the fluctuation force �whose
strength is governed by kBT�, but, also, the effect of the
external potential on the Casimir force is marginal. For
steeper harmonic potentials or lower surface tensions �cf.,
e.g., Ref. �36��, such that � /Di�1, we find an increasing
influence of the the external potential. Then the mean-field
part Fmf of the fluctuation induced force is considerably de-
creased which leads to a more attractive total Casimir force
because the fluctuation part then will dominate Fmf �cf. Sec.
III�. On the other hand, in this regime also the classical cap-
illary interaction reaches the magnitude of the fluctuation
induced force.

VII. SUMMARY

The restrictions that two rotational symmetric colloids
trapped at a fluid interface impose on the thermally excited
interfacial fluctuations �capillary waves� by their sheer pres-
ence lead to a thermal Casimir force. This effective fluctua-
tion force can be calculated both numerically in the whole
range of colloid separations d and analytically for the
asymptotic ranges of either small or large separations. In the
present effort we have done this using two approaches.
Thereby we find the following results.

�1� The decomposition of the interfacial partition function
into a part describing colloid fluctuations on a mean-field
interface and a part describing the interface fluctuations fa-
cilitates the calculation of the fluctuation force both numeri-
cally in the whole range of colloid separations d and analyti-
cally for small �large� d. In the long-range limit d�r0, one
observes an interesting interplay between the attractive inter-
action from the interface fluctuations and a repulsive inter-
action caused by the fluctuating colloid. This results in a
cancellation of the leading terms up to a certain order in 1/d,
which is determined by the specific model considered for the
boundary conditions. In the case of like boundary conditions
on the two colloids, we find that in the case of freely fluctu-
ating colloids—with either a pinned �B3� or unpinned �A�
contact line—the Casimir force is characterized by a fast
decay �−d−9. For a pinned contact line, fixing colloidal de-
grees of freedom leads to longer-ranged forces which are
�−d−5 �if only the orientation of the colloids is fixed� and
�−1/d ln d �if both orientation and vertical position are
fixed�. In the case of mixed boundary conditions we find a
repulsive total Casimir in the long-range limit if a pinned and
a unpinned contact line are combined.

�2� This cancellation of the leading terms for these two
parts can be understood in an alternative approach �that is
unsuitable for a numerical solution, however� in which the
analogy of the effective Hamiltonian to electrostatics is ex-
ploited. In this approach the fluctuation-induced force can be
interpreted in terms of an interaction between fluctuating
auxiliary multipole moments defined on the area enclosed by
the contact line of the colloids. The various boundary condi-
tions at the three phase contact line translate into conditions
for the auxiliary multipoles. The asymptotics of the fluctua-
tion induced force for intermediate colloid separations then
is determined by the interaction of the leading nonvanishing
auxiliary multipoles.

�3� In the opposite limit of a close colloid-colloid separa-
tion h=d−2r0	r0, the effect of the boundary conditions is
much less pronounced. Both the mean-field and the fluctua-
tion parts diverge for h→0, but the resulting force is domi-
nated by Ffluc�h−3/2 �compared to Fmf�h−1�, leading to a
strong Casimir interaction in this regime for all combinations
of boundary conditions �cf. Fig. 4�.

�4� For typical values in experimental situations, the fluc-
tuation force will dominate classical capillary forces arising
from meniscus deformations by an external potential. Never-
theless, such external potentials provide the possibility to
tune the fluctuation force directly or to superimpose classical
and fluctuation forces by a sophisticated choice of the experi-
mental setting.

All our analysis has been concerned with static effects.
New effects may be expected if colloid-colloid correlations
on the interface can be measured and calculated dynamically
since the time scale associated with the colloid fluctuations
�Brownian motion� is quite independent from that of inter-
face fluctuations �overdamped capillary waves�. Here we
would expect strong signatures from both types of fluctua-
tions �albeit on different time scales� unlike in the present
analysis where the effects of interface and colloid fluctua-
tions �for a free colloid� cancel each other at long distances.

FIG. 5. Numerical calculation of mean-field part Fmf of the Ca-
simir force with harmonic external potential for the colloids for
Di /�=1 �triangles, compared to the analytical result Eq. �63� solid
line� and Di /�=0.1 �pluses� in the case of pinned contact line. The
circles show the fluctuation part −Ffluc of the Casimir force, which
has to be added to Fmf to obtain the total force. As can be seen from
the plot, for increasing Di /� the fluctuation part becomes dominant.
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Experimental efforts in this direction are currently under way
�37� and hopefully will stimulate further theoretical work.

APPENDIX A: THE BOUNDARY
HAMILTONIAN Hi,b

From Eq. �4� we find that the boundary Hamiltonians Hi,b
consists of three parts. In this appendix we show how Hi,b
can be expressed in terms of the boundary multipole mo-
ments Pim, leading to the second-order expansion given in
Eq. �4�. For the case �A� of spherical colloids and a fluctu-
ating contact line all areas �AI�II� and �Aproj are nonzero. For
the case �B3� of a pinned contact line �disks or Janus
spheres�, �AI�II�=0 and the boundary Hamiltonians are fully
determined by the change in the projected meniscus area
�Aproj. �For the remaining cases �B1� and �B2� all area
changes vanish and thus the boundary Hamiltonian is zero.�
It is sufficient to determine the area changes �AI�II�� =0 and
�Aproj� for a single colloid; the total area changes are just
given by a sum of these.

If the three phase contact is slowly varying without over-
hangs it can be written as a function of polar angle 
, and for
sperical colloids its distance to the z axis is given by

r0�
� = �R2 − �h0 + u„r0�
�…�2

= �r0
2 − 2R cos �u„r0�
�… − u„r0�
�…2, �A1�

where u(r0�
�) is the height of the three-phase contact line,
and h0=−R cos � is the height of the colloid center in the
reference configuration �cf. Sec. II�. For the second equality
we have have used r0=R sin �.

Following Appendix A in Ref. �13�, we parametrize the
projection of the actual three-phase contact line onto the ref-
erence plane in terms of the polar angle 
 and write �h is the
change in vertical position of the colloid center with respect
to the reference configuration�

�I�AI� + �II�AII� =
�

2
�

0

2�

d
�u„r0�
�… − h�2

+
�

2
�

0

2�

d
�r0
2�
� − r0

2�

�
�

2
�

0

2�

d
�f − h�2 +
�

2
�

0

2�

d
�r0
2�
� − r0

2� ,

�A2�

where in the first term in the second relation we have re-
placed u(r0�
�)�u�r0 ,��� f , i.e., we have replaced the con-
tact line height by the meniscus height at the reference con-
tact circle, since this approximation produces only terms
which are at most of third order in the boundary multipoles.
The second contribution to Hb stems from the changes in the
projected meniscus area and can be written as

��Aproj� = ��
0

2�

d
�
r0�
�

r0

drr =
�

2
�

0

2�

d
�r0
2 − r0

2�
�� .

�A3�

In case �A�, �AI�II�� �0, and both Eqs. �A2� and �A3� are
contributing to Hi,b, leading to a cancellation of the contri-
bution from the change in the projected meniscus area of Eq.
�A3� by the second term in Eq. �A3�. Inserting the decom-
position of f�
� from Eq. �3� �omitting the colloid label i� we
find

Hb �
�

2
�

0

2�

d
�f�
� − h�2 =
��

2 �2�P0 − h�2 + 4 �
m�1


Pm
2 .

�A4�

For the case �B3� there are also tilt fluctuations of the vertical
axis of the three-phase contact line circle which can be pa-
rametrized by a boundary height according to f = P1ei


+ P−1e−i
, the projection of the tilted circle onto the reference
plane z=0 is an ellipse, and we find for the boundary Hamil-
tonian according to Eq. �A3�

Hb � ���
P1
2 + 
P−1
2� . �A5�

Note, however, that we can write Hb,i as in Eq. �4� for all
cases for the boundary conditions, �A� and �B1�–�B3�, since
the integration measure Df i for the contact line is con-
structed such that only the actual terms for the respective
cases contribute �see Sec. II A�.

APPENDIX B: EXPANSION OF THE GREEN’S FUNCTION

In this appendix we derive the multipole expansion of the
Green’s function G�
x
��−�1/2��ln��e
x
 /2�c� between two
“charged” �charges generating the auxiliary field �i� and iso-
lated regions ��Si,ref in Sec. III A and Si,ref in Sec. III C�. The
method we apply is known from electrostatics and goes back
to Schwinger �cf. �38�� and is referred to as the Schwinger
technique in the literature. In doing so, we use the analogy of
our problem to two-dimensional electrostatics. As starting
point we use the fact that the logarithm is the generating
function of the Gegenbauer polynomials. Using 
r−r�

=�r2+r�2−2rr� cos�
−
�� and exploiting some properties
of the Gegenbauer polynomials �39�, we find

ln
r − r�
 = ln r + �
l�1

1

l
� r�

r
l

cos�l
 − l
�� , �B1�

where we assumed r�= 
r�
�r= 
r
. Comparing Eq. �B1� to
the Taylor expansion of the logarithm, we find

�− r� · ��l

l!
ln r = �ln r , l = 0,

−
1

2l
� r�

r
l

�ei�l
−l
�� + e−i�l
−l
��� , l � 0.

�B2�

On the other hand, introducing �±=�x± i�y and using
�+�− ln r=�−�+ ln r=0, we can write
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�− r� · ��l

l!
ln r =

�− 1�l

l!
� r�

2
l

�e−il
��+
l + eil
��−

l �ln r .

�B3�

Identifying Eqs. �B1� and �B3� we obtain

�±
l ln r = − �− 2�l−1�l − 1�!

e±il


rl . �B4�

With Eq. �B4� at hand and for x1=r1 and x2=d+r2 residing
on different circles we obtain for the Green’s function
G�
x2−x1
�

−
1

2�
ln��e
d + r2 − r1


2�c


= −
1

2�
ln��ed

2�c
 +

1

2�
�

l1,l2=0

l1+l2�1

�− r1 · ��l1

l1!

�r2 · ��l2

l2!
ln r

= −
1

2�
ln��ed

2�c
 +

1

2�
�

l1,l2=0

l1+l2�1

�− r1�l1r2
l2

l1!l2!2l1+l2

��e−i�l1
1+l2
2��+
l1+l2 + ei�l1
1+l2
2��−

l1+l2�ln r

= −
1

2�
ln��ed

2�c
 +

1

2�
�

l1,l2=0

l1+l2�1

�− 1�l1

l1 + l2
�l1 + l2

l1
 r1

l1r2
l2

2dl1+l2

��e−i�l1
1+l2
2� + ei�l1
1+l2
2�� . �B5�

In Sec. III A we also need the multipole expansion of
G�
x2−x1
� for xi residing on the circumference �Si,ref of the
same circle in order to calculate the elements of the self-
energy matrix, Eq. �18�. Using Eq. �B1�, we obtain with

x1−x2
=r0�2−2 cos�
1−
2�

G�
x1 − x2
� � −
1

2�
ln��er0

2�c
 −

1

2�
ln�1 − cos�
2 − 
1��

= −
1

2�
ln��er0

2�c
 +

1

2�
�
l�1

1

2l
�eil
1−il
2

+ e−il
1+il
2� . �B6�

Here the prerequisite r��r of Eq. �B1� is not satisfied, and
the series in Eq. �B6� is not convergent. It has to be under-
stood in a formal sense, since it only provides the Fourier
coefficients for a finite number of modes which actually con-
tribute to the effective interaction in the long-range regime
�see Sec. III A for details�.

APPENDIX C: KARDAR’S METHOD: CALCULATION
OF THE SELF-ENERGY

The self-energy part, Eq. �46�, is evaluated quite similarly
as in Ref. �20�. We eliminate the � functions by introducing

conjugate multipole moments �̃im of the auxiliary fields:

���im − �
Si,ref

d2x�r/r0�
m
e−im
��x�
=� d�̃im exp�i�̃im��im

− �
Si,ref

d2x�r/r0�
m
e−im
�i�x�� . �C1�

This brings Zi,self=exp�−kBT / �2��Hi,self� into the form

Zi,self =� �
m

d�̃im� D�i exp�−
kBT

2�
�

Si,ref

�d2x�
Si,ref

d2x��i�x�G�
x − x�
��i�x�

− i�
Si,ref

d2x�i�x��
m
� ri

r0

m


�Pim + �̃im�eim
i

+ i �
m=−�

�

�Pim + �̃im��im . �C2�

The functional integral 	D�i in Eq. �C2� can be converted
into a functional integral over a constrained height field h�x�;
this corresponds to a reversion of the step from Eq. �14� to
Eq. �42�,

Zi,self =� �
m

d�̃im exp�i �
m=−�

�

�Pim + �̃im��im � Dh

� �
xi�Si,ref

��h�xi� − �
m
� ri

r0

m


�Pim + �̃im�eim
i�
�exp�−

�

2kBT
� d2x���h�2 +

h2

�c
2� . �C3�

In Eq. �C3�, the � functions describe the pinning of the field
h in the region Si,ref. This contribution can be evaluated di-
rectly, such that the remaining functional integral reads

Zi,self �
�c→�� �

m

d�̃im exp�−
2��

kBT
�

m�1
m
Pim + �̃im
2

+ i�
m

�Pim + �̃im��im � Dh �
xi��Si,ref

��h�xi�

− �
m

�Pim + �̃im�eim
i�

�exp�−
�

2kBT
�

R2\Si,ref

d2x���h�2 +
h2

�2
2� , �C4�

where the � functions fix h�x� at the boundaries �Si,ref of the
integration domain. Splitting the auxiliary field into two parts
as in Eq. �8�, h=h0+h1, where �−�+�c

−2�h0=0 with the

boundary conditions h0
�xi�
�Si,ref
=�m=−�

� �Pim+�̃im�eim
i and
h1
�xi�
�Si,ref

=0, and applying Gauss’s theorem to the integral
in the exponent of Eq. �C4� leads to
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Zi,self =� �
m

d�̃im exp�−
2��

kBT
�

m�1

m

Pim + �̃im
2

+ i �
m=−�

�

�Pim + �̃im��im
�exp�−

�

2kBT
�

�Si,ref

dx h0�x� � h0�x�
�� Dh1 �

x��Si,ref

�„h1�x�…

�exp�−
kBT

2�
�

R2\Si,ref

d2x���h1�2 +
h1

2

�c
2� . �C5�

The functional integral over h1 only yields a constant factor
independent of any multipole moment, which will be disre-
garded below. To compute the line integral in Eq. �C5�,
we write the general solution of the differential equation

for h0 in R2 \Si,ref as �cf. Sec. III B� h0�x�
=�m�Km�r /�c� /Km�r0 /�c��Cmeim
. By comparison to the
boundary conditions the coefficients are determined straight-

forwardly as Cm= Pim+�̃im. Then, the line integral evaluates

to 2�
Pim+�̃im
2f�m� with f�m�= 
m
�
m
�1� and
f�0�=−1/ ln��er0 /2�c�, such that the self-energy part reads

Zi,self =� �
m

d�̃im exp�−
4��

kBT
�

m�0

f�m�
1 + �m0


Pim + �̃im
2

+ i �
m=−�

�

�Pim + �̃im��im �C6�

and thus Hi,self is given by �up to unimportant additive con-
stants�

Hi,self = �
m�1


�im
2
1

2�f�m�
. �C7�
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